The performance of model selection criteria in the absence of a fixed-dimensional correct model
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Objectives
Akaike's information-theoretic criterion (AIC) for model discrimination [1] is often stated to "overfit", i.e., it selects models with a higher dimension than the dimension of the model that generated the data. However, when no fixed-dimensional correct model exists, for example for pharmacokinetic data, AIC (or its bias-corrected version AICc) might be the selection criterion of choice if the objective is to minimize prediction error [2, 3]. The present simulation study was designed to test the behavior of AIC and other criteria under this type of model misspecification, for various sample sizes and measurement noise levels.

Methods
• M sampling times t_j within \{1/t_{max}, t_{max}\} were chosen according to
  \[ t_j = \left( \frac{m + 1 - j}{j} \right)^{\gamma}, \]
  with \( j = 1 \ldots M \) and \( \gamma = \log(t_{max})/\log(M); t_{max} \) was set to 100.
• Simulated data were generated by
  \[ y_j = \frac{1}{t_j} (1 + \epsilon_j), \]
  where \( \epsilon_j \) is Gaussian measurement noise with standard deviation \( \sigma \). A power function of time was chosen because it often fits pharmacokinetic data well, and because it is related to a sum of exponentials [4]:
  \[ \frac{1}{t} = \sum_{j=0}^{\infty} \exp(-\lambda t). \]
A natural approximation of the data \( y_j \) is therefore
  \[ y_j^\hat{}(\alpha) = \sum_{i=1}^{N} \alpha_i \exp(-\lambda_i t_j), \]
where \( M \) time constants were fixed according to \( \lambda_i = 1/t_i \) (without loss of generality), and \( N \) of those by were chosen via forward selection (see below). The \( N \) \( \alpha_i \) (denoted by \( \hat{\alpha} \)) and \( \sigma \) were estimated using weighted linear least squares [5], with weights \( w_j = 1/t_j \) in accordance with eq. (2). For any set of \( M \) observations \( y_j \) (denoted by \( \hat{y} \)), there exists a perfect fit only when \( N = M \).
• The maximized likelihood associated with \( y \) was written as
  \[ L(y; \hat{\alpha}, \hat{A}) = \prod_{j=1}^{M} w_j \exp \left( \frac{-w_j(y_j - \hat{y}_j(\hat{\alpha})^2)}{2\hat{\sigma}^2} \right), \]
and the prediction error, associated with a validation set of \( M \) observations \( z_j \) (denoted by \( \hat{z} \)), is given by
  \[ PE(z; \hat{\alpha}, \hat{A}) = \frac{1}{M} \sum_{j=1}^{N} \frac{w_j(z_j - \hat{y}_j(\hat{\alpha}))^2}{M - N - 2}. \]
• The model selection criteria (MSC) studied were: Akaike's Information-theoretic Criterion (AIC), the corrected version for small sample sizes (AICc), the Bayesian Information Criterion (BIC), the Prediction Error Criterion (PEC) and the likelihood ratio test (LRT) with \( P < 0.05 \); these are defined by
  \[ \text{AIC} = -2 \log(L(y; \hat{\alpha}, \hat{A})) + 2(N + 1) \]
  \[ \text{AICc} = -2 \log(L(y; \hat{\alpha}, \hat{A})) + 2(N + 1) + \frac{2(N + 1)(N + 2)}{M - N - 2} \]
  \[ \text{BIC} = -2 \log(L(y; \hat{\alpha}, \hat{A})) + (N + 1) \log(M) \]
  \[ \text{PEC} = PE(z; \hat{\alpha}, \hat{A}) \]
  \[ \text{LRT} = \text{decrease in} \ -2 \log(L(y; \hat{\alpha}, \hat{A})) \text{of more than 3.84} \]

Results
• Figures 1 and 2 show the mean normalized prediction errors and model dimensions as functions of the noise level, for sample sizes \( M = 15 \) and \( M = 35 \) respectively.

Conclusions
• From the model selection criteria considered, AIC performed best in the sense that models identified by AIC resulted in the smallest prediction errors.
• AICc did not perform well, especially at low noise levels; this is most likely related to violations of assumptions underlying its derivation.
• When using the prediction error itself as model selection criterion, the forward selection procedure identified models with a smaller prediction error and lower complexity than when using AIC, but only if the number of samples is small. Furthermore, although the models identified with the alternative criteria were smaller, their prediction errors were higher.
• The likelihood ratio test, with \( P < 0.05 \), resulted in models that were too small to yield optimal prediction performance; using \( P < 0.01 \) would be even worse.
• Without validation data, the cross-validation prediction error might perform well as a model selection criterion in a forward selection procedure.
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