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Introduction
In recent years there has been a growing interest in 

Bayesian methods applied to Phase I dose escalation 

studies1,2,3. Bayesian population models provide pre-

dictions and confidence intervals of dose-exposure 

curves in a straightforward manner, both for indi-

viduals already enrolled in the trial and for a new, 

previously untested subject. In contrast to traditional 

mixed effects models, parameter uncertainty is ac-
counted for in a thorough way.

Results – simulated data

Data

Results – experimental data

Figure 2: performance comparison using
AIC, BIC, true WSSR and CV RMSE (top to bottom)

Figure 3: percentage of correctly recognized models 
using True WSSR, AIC, BIC, and CV RMSE
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Conclusions
� A thorough model comparison procedure was 

developed, based on model complexity criteria and 

crossvalidatory techniques. Applying several criteria 

represents a useful cross-check when one is faced 

with the problem of finding the most adequate model.

� The Log-log and Power models yielded comparable 

results, both in simulated and experimental scenarios.

� Population splines may represent an appealing first-
try, especially in early escalation stages, when there 

is not enough information to support a specific para-

metric model. Then, the proposed model comparison 

procedure can be applied for the selection of the most 

appropriate model.

� The proposed approach proved to robustly handle a 

variety of experimental scenarios, thus overcoming 

possible misspecification problems. In the simulation 

benchmark, considering the similarity between LL and 
P, our model comparison procedure identified the 

correct parametric model in most cases.

Table 1: performance comparison using
AIC (upper half of cell) and CV RMSE (lower half).

Best scores of parametric models are shown in bold

Objectives
In the present communication, the performance of 

four alternative Bayesian population models was 

evaluated on real and simulated datasets.

Three parametric methods and a novel approach 
based on population smoothing splines4 were imple-

mented. A full model comparison procedure was 

developed for the selection of the most appropriate 

model.
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Ten Phase I dose escalation studies and 300 simu-

lated datasets (generated with the three parametric 

models described below) were analyzed.

The dose-exposure relationship was explored using:

• a linear model in log-log scale (LL, in short),

• a power model (P),

• an Emax model (Emax),

• a nonparametric model based on population 

smoothing splines (SS).

Parametric models were estimated using WinBUGS 

1.4.3, splines using R 2.8.0. In all cases, a Bayesian 

population approach was adopted for model estima-
tion. Noninformative priors were chosen for popula-

tion parameters and measurement error variance. 

Priors of inter-individual variances in the parametric 

models were automatically tuned through a prelimi-

nary two-stage fitting.

Figure 1: analysis of experimental data (Cmax vs dose, 
study B in Table 1) with models LL, P, Emax and SS
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All four models were fitted to data generated with the 

parametric models (Log-log/Power/Emax datasets in 

Figure 2 panel titles). Figure 2 shows boxplots for the 

weighted sum of squared residuals with respect to 
the true data (True WSSR), AIC, BIC and Cross-

validatory Root Mean Square Error (CV RMSE). 

The proportion of correctly recognized models using 

the four performance metrics is shown in Figure 3 for 

data generated with LL, P, Emax, respectively. The lo-
wer proportions of correctly recognized models for 

the LL and, especially, the P case can be explained 

by the similarity of the two models (constant variance 

error for LL, constant CV error for P).

Model performances were evaluated on the ten 

experimental datasets (labelled A to J). For each 

dataset and estimation model, Table 1 reports:

• AIC (upper half of cell);

• Crossvalidatory RMSE (lower half).

Such choice emphasizes the contribution of both 
model complexity and predictive capability in asses-

sing model performances.

Scores in bold denote the best method, according to 

the each of the two metrics. Smoothing splines, being 

structurally different from parametric models, were 

not considered for comparison purposes: their scores 

are reported as a reference for the other methods.


