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1. Objectives
To speed up the sampling from high-
dimensional posteriors of hierarchical
Pumas models with a high correlation
between the variables' samples

2. Methods
The subspace inference method for
PK/PD models implemented in two steps:
1. subspace construction by using

principle component analysis(PCA)
method

2. NUTS posterior sampling in a
subspace (aka subspace inference).

4. Results

2.1 Subspace Construction Algorithm

2.2 Subspace Inference

• Define log density function and log
density gradient function to generate
samples of subspace, z with size of M

• Generate random samples of z based
on log density

• Calculate PK/PD model parameter,

3. Implementation
Implemented in a development version
of Pumas.

Table 2: Sampling time, Effective sample 

size,  mean and variance  comparison

Table 1: Effect of population size in 

sampling time

The proposed method outperforms the
NUTS-based method for PK/PD
parameter estimation. When the
subspace size increases then the mean
value approaches the true value.
However, increase in the subspace size
increases the time for the parameter
estimation.The experiments are conducted and

compared with NUTS sampling method

available in Pumas. The performance of

subspace inference for PK/PD parameter

estimation is analysed by comparing

sampling time, effective sample size etc.

Figure 1: Eigenvalues of covariances of 

NUTS samples vs percentage of 

parameters

The Figure 1 shows that eigen values of

sample covariance is quickly reducing, so

only few variables contributes to whole

variance. So, whole parameter space

converges to a subspace.

5. Conclusion

. 
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